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Any theory that purports to explain how phenomenal experience arises in the system in question (such
as the brain) must do so in terms that are meaningful within the system itself. Simply put, because my
experience of the world cannot be up to an outside observer, it cannot be explained by positing entities,
such as whole-brain state variables, if those can only be known from the outside. This is the sense in which
theories of experience must be intrinsic (Fekete, 2009; Fekete and Edelman, 2011).

Theories of phenomenal experience that are computational (Fekete and Edelman, 2011) are subject to
another obvious constraint. The computations to which experience is reduced in such theories must be
tractable, given the physical limitations of the implementing system (the brain). For instance, if a transition
between two experiential states is to be explained by a computation performed on a certain variable, the
brain must be capable of completing that computation within an appropriate time frame.

A popular theoretical construct that runs afoul of the above considerations is that of an instantaneous
state of the brain (or of a part of the brain). A mind implemented in a brain is a distributed entity, because of
the generally non-negligible delays in the propagation of signals within the brain.3 If it takes a finite time for
neurons that form a network to communicate, in what sense is an instantaneous state of the entire network
“there” for the network itself, rather than for an omniscient zero-lag outside observer? Casting theories in
terms of instantaneous brain states is also problematic from the functional standpoint because such states,
taken in isolation, fail to constrain the system’s dynamics, and therefore lack intrinsic causal powers.4

Only with time, as the system’s far-flung components interact, does its dynamics become apparent —
most importantly, to itself, that is, intrinsically. Not surprisingly, the passage of time is also critical for phe-
nomenal experience. Because all the components that can in principle contribute to the system’s dynamics
participate in shaping its trajectories through the state space and in imposing structure on this space (rul-
ing some classes of trajectories in and others out), phenomenal experience is holistic: it emerges from the
dynamics of the entire brain (Fekete and Edelman, 2011). But as we just noted, because signaling within
any network of neurons cannot be instantaneous, the holism of experience implies that it must be inherently
temporally extended.

It is tempting to assume that this conclusion implies merely that there must be a delay between exposure
to a stimulus and its experience, as expressed by the view that “the phenomenal experience emerges when
all relevant neurons in a network are informed about their own population state” (Malach, 2007). This view
is, however, troublesome in light of the computational difficulties associated with the problem of attaining
agreement in asynchronous distributed systems (Pease, Shostak, and Lamport, 1980; Lamport, Shostak, and
Pease, 1982). In realistic distributed systems, of which the brain is but one example, failures such as faulty
elements and unreliable communication links conspire to make agreement (e.g., about the value of a global
variable) hard to achieve.
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A further complication is introduced by asynchrony: intuitively, communication protocols cannot dis-
tinguish failed elements from delayed messages (Kapron, Kempe, King, Saia, and Sanwalan, 2010). Indeed,
with just a single faulty processor, no deterministic asynchronous agreement is possible (Fischer, Lynch, and
Paterson, 1983). Even with randomization, the best known algorithm, which succeeds with probability 1,
has an expected running time that is exponential in the number of elements (Ben-Or, 1983). The compu-
tational tractability analysis thus indicates that the wait until all the neurons in a network have reached an
agreement may be long indeed.

These results need not, however, rule out the possibility of a viable computational theory of phenom-
enal experience. Instead, they highlight the conceptual shortcoming of the default scenario within which
brain dynamics has been studied, in which a stimulus is delivered to the subject, who after a certain delay
experiences it, while producing or withholding an overt response. This Pavlovian staple of 20th century
psychology rests on the tacit assumption that over and above priming, the brain’s activity prior to the onset
of the stimulus is of little consequence to its “processing.” Tellingly, the cover of the 1961 Science Editions
paperback printing of Donald Hebb’s The Organization of Behavior (1949) bears the subtitle “Stimulus and
response — and what occurs in the brain in the interval between them.”

It is now becoming increasingly clear that this assumption is wrong (Spivey, 2006, p.47).5 Given that
external events modulate ongoing experience rather than generating it ab vacuo, it makes little sense to
phrase questions about brain dynamics in terms of the “delay” between the stimulus and its experience,
which, moreover, is more profitably viewed not as settling into an attractor and waiting for the next stimulus,
but rather as “chaotic itinerancy” through a series of saddle points in the state space (van Leeuwen, 2007).
On the level of dynamics, therefore, one should inquire about the time scales on which experience unfolds
(Rudrauf, Lutz, Cosmelli, Lachaux, and le van Quyen, 2003, p.38), so as to determine the characteristic
time constants that describe the changes in experience brought about by stimulus onset (e.g., Ito, Nikolaev,
and van Leeuwen, 2007). Crucially, such analysis must be complemented by a study of the structure of the
system’s state space (Fekete, Pitowsky, Grinvald, and Omer, 2009; Fekete, 2009), which needs to be related
to the structure of the experience that arises from it (Fekete and Edelman, 2011).

While considering the brain’s dynamics, it is easy to slip into language that glosses over the fundamental
constraint on any theory of experience, namely, that it should be intrinsic. To enforce this constraint, we
need to explain in what sense and by what means the system’s dynamics is known to the system itself, and
to do so without running into the tractability problem associated with asynchronous distributed agreement
about global variables. A possible conceptual solution here is to consider temporally extended diagnosis of
the system’s state-space structure by a subset of its elements.6

The mathematical basis for this idea is a theorem proved by Takens (1981), according to which a series of
measurements of a single variable within a dynamical system becomes with time diagnostic with respect to
qualitative structure and quantitative parameters of the system at large (Quyen, 2003).7 We note that methods
derived from the Takens Theorem receive much attention in empirical studies of complex dynamical systems
(including ecosystems, which, like the brain on the relevant time scale, are also spatially distributed; Wilson
and Rand, 1997), and that such methods become more effective if multiple “observing” variables are used
instead of one (Deyle and Sugihara, 2011).

These results imply that a clique of neurons can diagnose the dynamics of the rest of the brain, given
5Cf. Freeman (2007): “In an awake subject engaged with the environment those driven cortical neurons, even before stimulation,
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enough time. Moreover, if the dynamics in question is not too high-dimensional (a plausible assumption, for
a number of reasons; Skarda and Freeman, 1987; Freeman, 2007), the number of samples required for a good
approximation is manageable (Deyle and Sugihara, 2011). In a sense, then, the proposed approach makes
Malach’s (2007) idea of self-observation work by viewing neurons not as processors that communicate by
message-passing and that must reach a global agreement, but as ongoing dynamical “observers” that are part
of the observed system.

To summarize, we argue that the sketch of a computational theory of phenomenal experience offered
in (Fekete and Edelman, 2011) passes the crucial test of being statable exclusively in intrinsic terms, while
conforming prima facie to the implementational constraints stemming from the mind’s embodiment as a
distributed dynamical system. Because experience is massively endogenous and continuous, it must be seen
not as convergence to an attractor, but rather as the unfolding of a metastable trajectory through a properly
structured space of possible trajectories, as defined by the brain’s dynamics. The self-observation idea and
self-diagnosis theorems suggest the sense in which parts of the brain may know, on an ongoing basis, what
it is up to, and point to the means whereby they can do it.
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